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SUMMARY

A class of estimators of population mean (p.) when the variance (o^)
is unknown, is proposed in case of symmetrical populations. Bias and mean
squared errorarefound fortheclass. Various estimators areshown to belong
to the class and sub-class of optimum estimators in the sense of having
minimum mean squared error is found.

Key words : Class of estimators. Coefficient of variation. Mean square
error. Unknown variance.

Introduction
/ \

Iutilising known square of coefficient of variation = -r- , Searles [2]
V /

proposedan unprovedestimatorof population mean but when Cr is unknown,
theproblem of estimation consists ofestimators using theestimates of given
by

where y=^ y; and s^= ^ (Y; for the values y,, y^,.... y„
i" 1 i" 1

of a random sample of size n.

^=4orC^=<
-1

1--

• sIn this paper, with u = —the following class of estimators are proposed

for population mean

t= f
s'

y.
ny^

= f(y.u)

where f (y, u) satisfying the validity conditions of Taylor's series expansion,
is the function of (y, u) such that f(^,0)= ji, first order partial derivative
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f' =^^̂ = 1 second order partial derivative ^ =0 ^nd
1 5y

-kti-o). 8?

( witli £j' beingsecond order partial derivative fj^" = g-g^
f,'8

tlie first order of f G'. u) wiUi respect to u at tlie point (^l, 0) and 5 taking one
of tlie two values 'zero and unity' depending upon tlie particular form of an
estimator. For example, for tlie estimator y+ k u,5 takes values zero whereas
for tlie estimator y (1 - 5 = 1).

Some special cases of tlie generalized estimator t when is unknown
and k, g, a being tlie characterising scalars, are

(1)

(2)

(3)

(4)

(5)

(6)

(7)

ti= y + k — y + ku
n^

h= y+k n7

= y + ku(l+ gu)

1 +

1+8^.
ny

.2 V«

1+g^
n?

by Singh [3]t3=y

= y

t4= y

= y

t5= y

1 + k u (1 + g u)'

1-

l-u(l+ u)"'
-2 >

1-
n?

= y(l-u).

ks^
1+

ny^

rl'

1 + _2
I "yj -

by Srivastava [4,5]

by Srivastava [4,5]

1-
k s

.2V1

1+ k u (1 - k u)"'

by Thompson [9]t6^ y

= y

h=y 1+g n>^
by Upadhyaya and Srivastava [10]

= y(l+u)
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(8)

(9)

t8= y

= y

t9= y

= y

(10) tio= y

1+

1 +

n?

1 +
ks^

n>^

-1

„2 ^
1+-

l + u(l + u)"'

-1

1+-

l + u(l+ u)"^

1 +
,2Vl

u?

r li= [l+ku(l+guri

-I

(11) t„=y 1 +
n?

1-

= y
rl1 + u (1 - u)"

by Sahai aiid Ray [1]

by Srivastava and Banarsi [6]

by Srivastava and Bhatnagar [7]

by Srivastava and Dwivedi [8]

where various forms of tl)e function f (y, u) are given by the expressions on
right hand sides of (1) to (11) in terms of y and u.

• It may be mentioned here tliat all the estimators listed from (1) to (11)
belong to the class t and satisfy the condition f (n, 0) = n with = 1 and

fi2'= f2'5/^l,5= 1 or 0.

2. Bias and Mean square error of I

To find tlie bias and mean square error (MSE) of t upto terms of order
0 (n"^), let

y= M. + Z and s^= o^+ v (2.1)

where z and v are of order 0(n'^) with E(z)= E(v)= 0, and

n n

With y*= ^+0(y-^) and u*= 0u,O<0<l, expanding t= f(y, u) in
third order Taylor's series about the point n, 0, we have
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t= f(n.O) +(y-n)^^^ + u
Sf(y,u)"

2 z8 f (v, u)

Su"

Now, we have

01.0)

S f G^, u)

sy;

-kti-o)

if- ,8 8
^3! +

_ 1 0

kn,o)

S u
JOi-O).

JOi,o)

f(7.u')
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8 f^3 ") =0, ^ L '̂u) 4 0; and furtlier for y-^= z and
8y 8y'8u ;

5^(i + v/o^)
< 1, u= 7 = —

2f, "nn 1+-

1+^
-2

1-^+,

SO that

t = n + z + ^
n

1-^., fa'

-2

^2!

c

0 + 2z —
n

1+^

-4
I

2
/ \

-4 ^

i+-
\ y

f

M2

^3! 0 +3(y-^)^

8"f(y'.u') 2 8^f(y'.u')
• 8y'̂ 8u* ^ ^ 8y'8u*^

+ u
38^ f (y*, u*)

8u'•3
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= IL+Z +
n -7

,_^^34-44+s4-.
Ji' Vi' Ji'

fj'

2! n -7
1 « -5 »

n' in' Hi'
-4

"7
1+-^ 1+^ k'

+3(y-^)u=5'i^H.u'8'if^
8y 5u 8u

fn'

=^+z+-- C^-2C^- +̂ +3C^-^-- 3
H n' n'

if- 2zV
-4C2 —

*}'':! *5c' <
\i n

C^z-2C^^+̂

+3^+5c4-4^ +5.^-^+...|f,'
^t ^ W M J

la"

n-4

1+^

(2.3)

Taking expectation in (2.3), to tlie terms oforder 0 (n ^), for symmetrical
populations, we have

3z^ 2z c C1 . £5_ p _ J±_S_ f » , f
• " ^ nil 'l2+ „ 2'2E(t)=

e (,3C')
= n + — 1 + —

n n

or Bias (t) = E (t) - |i

=
n̂

1.
n̂

nn 2n^

2\i cf ,̂ C_ p

^p2 p2
q+^ (q-nfn)+^ (2.4)
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Again, from (2.3), we have

MSE(t)=

= E z+i
n

.1
n

fc?-2C'̂ +̂ +3C'4-^'

III

^ V^-

-4

2u^

^ ..n2 / \

1+-^ 1+-1oV
v >

11
\ /

+ u
3 S^ f (V* . U')

S u
•3

147

M2

whence, upto terms of order 0 (n"^), the mean square error of t is

MSE(t)= E &-2&-+̂ q+2^c^f;2
from which, for symmetrical populations, upto terms of order 0 (n ^), the mean
square of t is

MSE (t) =̂ ^ ifi? -4̂ ^ ^ f,,-

1+^
n

which is minimised for

f2'=H(2-5)

(2.5)

(2.6)
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where 5 takes one of the two values '0 and 1' and the minimum mean square
error is given by

MSE(tL. =

_

n

1+ —
n

1-—(2-5)^
n

(2-5)^-4(2-5) + 2(2-5)5

(2.7)

3. Concluding Remarks

(a) From (2.6) and (2.7), tiie class of estimators t attains its minimum value
for fj' = n, (2 - 5), 5 = n fn'/fj', and tlie minimum mean square error is

MSE(t)„i„= ^ 1-—(2-5)^
n

(3.1)

Thus, any estimator from tlie class t caiinot have mean square error less
than the expression given by (3.1).

(b) Bias, mean square error and the related results to the estimators listed
in section 1 may easily be found as special cases of this study. For
example, with k, g and a being the characterizing scalars for the
estimator.

t3= y

. = y

1 +
ks^

n?
1 +

n?

1 + k u (1 + g u)

by Singh [3], we have f,2'= k,f2' = kM^, 5 = —1 so that

i.^'= (2 - 5) = k M- satisfying (2.6) gives the value of k = 1 for which
MSE (I3) is minimised and tlie minimum mean square error

MSE(t3)„.=
n

(3.2)

is obtained from (3.1) by putting 5= 1. Further, for the estimator ta,
we have: f2 = kji, f,2' = k and {2'= -2akg^, so that the bias of of
tj from (2.4) is

Bias (tj) =
kuC^ l+^(l-ag) (3.3)
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which, for k = g = 1, reduces to

Bias (t,) =
n A n

(3.4)

It may be meiitionsd here tiiat tlie expressions (3.2) aiid (3.4) are the
same expressions as obtained by Singh [3]. Similarly, tlie results ofall
the estimators listed in section 1 may easily be shown to be special
cases of those of the generalized estimator L

(c) For tlie estimators having = 0. tl^^t is 5= 0, we have from (2.7)

(3.5)MSE(t)„i„.=
n n

s^For example, tlie estimator t, =y+k^^= y+ku,k being the
characterizing scalar, has = k, f,^" =0 and 5= 0 so that it attains,
for tlie optimum value i.^= |a.(2-8)= k satisfying (2.6) and giving
k= 2^1, the minimum mean square error given by (3.5).

(d) The estimator like tj has the practical advantage over the estimator like
t,, since the optimiun value k = 1 minimizing mean square error for tj
is independent of parameter whereas the optimum value k=2p. in case
oft, depends upon the parameter In fact, for the sub-set ofestimators
of the form t,=y(u) of tlie ^lass t where h ( u) is the function of u
such that h(0)= 1. tliere is no practical difficulty in using tlie optimum
value t^= |ah'(0)= ^ (Uie value of 5 for t, is unity and h' (0) is Uie
first derivative of h(u) with respect to u at u= 0) giving h'(0)=l,a
quantity independent of the parameter.
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